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ABSTRACT
Late fusion of independent retrieval methods is the simpler
approach and a widely used one for combining visual and
textual information for the search process. Usually each
retrieval method is based on a single modality, or even, when
several methods are considered per modality, all of them
use the same information for indexing/querying. The latter
reduces the diversity and complementariness of documents
considered for the fusion, as a consequence the performance
of the fusion approach is poor.

In this paper we study the combination of multiple het-
erogeneous methods for image retrieval in annotated collec-
tions. Heterogeneousness is considered in terms of i) the
modality in which the methods are based on, ii) in the in-
formation they use for indexing/querying and iii) in the in-
dividual performance of the methods. Different settings for
the fusion are considered including weighted, global, per-
modality and hierarchical. We report experimental results,
in an image retrieval benchmark, that show that the pro-
posed combination outperforms significantly any of the indi-
vidual methods we consider. Retrieval performance is com-
parable to the best performance obtained in the context of
ImageCLEF2007. An interesting result is that even meth-
ods that perform poor (individually) resulted very useful to
the fusion strategy. Furthermore, opposed to work reported
in the literature, better results were obtained by assigning
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a low weight to text-based methods. The main contribution
of this paper is experimental, several interesting findings are
reported that motivate further research on diverse subjects.

Categories and Subject Descriptors
H.3.3 [Information Systems Applications]: Information
Search and Retrieval—information filtering, selection pro-
cess, retrieval models

General Terms
Experimentation, Performance

Keywords
Late fusion, Image retrieval.

1. INTRODUCTION
Multimedia image retrieval is a challenging task because it

requires effectively processing information in two modalities:
textual and visual [14, 4]. Since it is not easy to effectively
process images and text in such a way that retrieval perfor-
mance is acceptable, most methods (e. g. ImageGoogleR)
have considered a single modality for indexing and searching
for images [7, 14, 4]. However, methods based on either text
or images perform well only for a certain sort of queries. For
this reason, research on multimedia image retrieval has be-
come a very active and relevant research area [7, 14, 4]. Sev-
eral methods have been proposed so far, including the fusion
of retrieval methods [15], techniques that use relevance feed-
back [3], indexing of heterogeneous vectors of features [16],
and a suite of ad-hoc and very complex methods for spe-
cific collections of images [14, 4]. The problem with most of
these methods is that, despite being very competitive, they
are usually very difficult to implement/reproduce and to use
them in practice.

Late fusion of independent retrieval models (LFIRM) is
one of the simplest and most widely used approaches for
combining visual and textual information in the retrieval



Figure 1: Graphical diagram of the LFIRM approach.

The output of different IRMs is combined for obtaining

a single list of ranked documents.

process [15, 4, 11, 2, 10]. This approach consists of building
several retrieval systems (i. e. independent retrieval mod-
els, hereafter IRM) using subsets of the same collection of
documents. At querying time, each IRM returns a list of
documents tentatively relevant to a given query. The out-
put of the different IRMs is then combined for obtaining a
single list of ranked documents, see Figure 1. A common
problem with this approach is that often accuracy of the
LFIRM method is only slightly superior to the best IRM
[15, 4, 2, 10]; also, the output of the best IRM is weighted
much more higher to obtain acceptable performance and the
performance of the LFIRM will depend on the best IRM
[13, 15, 4, 2, 10]. Furthermore, usually in LFIRM methods
a single IRM is considered for each modality [13, 15, 4, 2,
10, 17]. The latter fact limits the performance of LFIRM
because, despite the potential diversity of documents due to
the IRMs, there is little, if any, redundance through the
IRMs and therefore the combination is not effective [15,
4]. Some LFIRM systems consider multiple IRMs for each
modality, however, most of these IRMs are very homoge-
neous. That is, these methods are variations of a same re-
trieval model using different parameters or meta-data for
indexing [13, 4, 2, 10].

In this paper we study the combination of heterogeneous
IRMs through the LFIRM approach for multimedia image
retrieval. Opposed to previous work reported in the liter-
ature, our study considers a variety of IRMs that include
uni-modal and multi-modal search methods, as well as meth-
ods that are different in nature. The IRMs we consider in-
clude retrieval methods based on text, image-content, visual-
concept detection, region-level image annotation, Web-based
query expansion and inter-media relevance feedback. Het-
erogeneousness is important because it can be useful for pro-
viding diverse, complementary and redundant lists of docu-
ments to the LFIRM approach, reducing the retrieval prob-
lem to that of effectively combining lists of ranked docu-
ments. For merging the lists we assign a score to each docu-
ment in the lists and rank them in descending order of this
score. The combined list is formed by keeping the top-k
ranked documents. The score we propose is a simple linear
combination of the documents positions and the number of
lists in which each document appears.

The main contribution of this work is experimental, in
consequence our focus is on describing the results of ex-
tensive experimentation and highlighting interesting find-
ings that can motivate further research. Our experiments

aim to empirically prove the validity of the approach by us-
ing the IAPR-TC12 collection [8], an established image re-
trieval benchmark used in the photographic retrieval track of
ImageCLEF1. Experimental results show that the heteroge-
neous LFIRM (HLFIRM) approach significantly outperform
any of the IRMs used; using uniform weights for the IRMs
gives comparable performance to that of weighting higher
the best IRMs. An interesting result is that even methods
that perform poorly individually are useful for improving the
performance of the HLFIRM. Also, opposed to most previ-
ous work on LFIRM for image retrieval, our results give ev-
idence that the best performance of the HLFIRM method is
achieved by assigning higher weight to multi-modal IRMs.
Our best result is obtained by hierarchically applying the
HLFIRM approach, with a comparable performance to that
of the best entrant of ImageCLEF2007, even when that en-
trant included an user-in-the-loop into the retrieval process
(Note that we have used the 2008 topics, which are more
difficult than those used in 2007).

The rest of this paper is organized as follows. In the next
Section we review related work on LFIRM for image re-
trieval. Then, in Section 3 we describe the IRMs we used
and the merging strategy for HLFIRM. Next, in Section 4
we present experimental results that show the validity of
HLFIRM. Finally, in Section 5, we discuss the results of this
work and outline current and future work directions.

2. RELATED WORK
In multimedia image retrieval, the sources of information

are visual features extracted from the image and textual fea-
tures in the form of associated captions. These sources of
information have been mostly used individually and sepa-
rately. Textual features have proved to be more effective for
this task than their visual counterpart, and systems based
only on these features tend to significantly outperform sys-
tems based merely on visual features, which perform poorly
[7, 4]. However, a problem generally found in both cases
is the lack of generalization, which makes systems fail with
varied sets of queries, see Section 4.1. A recent tendency
to fuse visual and textual features has been observed in dif-
ferent evaluation tracks such as TRECVID [12] and Image-
CLEF [4], with the belief that these sources of information
more than competing are complementary, and that the ac-
tual problem may be reduced to finding a way of adequately
fusing them.

This kind of fusion is a sort of multimedia information re-
trieval, and it can be performed either as early or late fusion,
in this work we focused on the latter approach. Research on
these two directions has already been developed, but cur-
rent performance of these methods remains poor, showing
the need of research to find better fusion alternatives and to
select better individual IRMs.

In information retrieval the late fusion approach has been
widely used for combining the output of several textual re-
trieval systems [1, 10, 13]. For multimedia image and video
retrieval this approach has been also explored already [11,
17, 15, 4, 10, 13]. However, most approaches have focused
on using a single IRM for each modality [4, 10, 13]. Most
of these approaches build a text-based IRM and a CBIR

1ImageCLEF is a forum for the evaluation of image retrieval
systems with emphasis on methods that combine text and
images [4].



system separately. At querying time, both systems are run
and the output of these methods is merged by using fusion
operators (e. g. CombSum, Round Robin, etcetera) well
known in the information retrieval community [4, 10, 13].
Usually, the weight of the textual IRM is much higher than
that of the visual IRM [15, 4, 10, 13]. However, using a single
IRM for each modality does not allow exploiting redundancy
among IRMs. This is because IRMs of the different modali-
ties retrieve generally different documents as relevant. Some
methods have proposed the use of several IRMs for each
modality [15, 13], however all of the IRMs per-modality are
homogeneous (in the sense that they use the same retrieval
model with variations in its parameters). These approaches
do not exploit effectively the diversity we would have by
having more heterogeneous IRMs, even for the same modal-
ity. As we will see in Section 4, having many homogeneous
IRMs does not help the fusion approach because documents
retrieved are so similar among them.

In order to overcome the above limitations, in this work
we propose the late fusion of heterogeneous IRMs. The ad-
vantages of our work is that by using heterogenous IRMs we
can exploit more effectively the diversity of retrieval results.
Our approach includes the use of several IRMs per-modality
(that are also heterogeneous among them) to exploit redun-
dancy in the retrieval results. Opposed to previous work,
the IRM that best performs individually does not need to
be weighted high. Further, the combination we propose out-
performs significantly the performance of the best IRM.

3. PROPOSED APPROACH
The proposed approach to image retrieval in annotated

collections is graphically depicted in Figure 1. Each IRM
is an independent retrieval method that uses subsets of the
document collection for indexing/searching. Because we are
interested in providing diverse, complementary and redun-
dant lists of documents to the HLFIRM approach, we con-
sider text-based, image-based and multi-modal retrieval meth-
ods. These methods are described in Table 1. For each
query, each of these IRMs is run independently. The result
is a ranked list of documents for each IRM. Ranked lists of
documents are then merged by using the strategy described
below. In the rest of this section we describe the IRMs
we considered and the combination strategy we propose for
HLFIRM.

3.1 Independent retrieval methods

3.1.1 Text-based IRMs
Text-based IRMs (rows 7-15 in Table 1) are variants of the

vector space retrieval model (VSM) using different weight-
ing schemas. All of these methods index the available text
in image annotations by using different weighting strategies
(see Table 1). For querying, these methods use the textual
statements of topics (see Section 4.1). For building the tex-
tual methods we used the TMG MatlabR toolbox [18]. We
consider ten textual IRMs because in the collection we used
it is supposed that text-based methods perform better than
methods that use images. However, as we will see in Section
4, this is true only to some extent.

3.1.2 Image-based IRMs
Two image-based methods are considered for HLFIRM,

these are FIRE and VCDTR-X. FIRE is a content-based

ID Name Modality Description
1 LF-07 TXT+IMG WQE+LF
2 IMFB-07 TXT+IMG WQE+IMFB
3 FIRE IMG CBIR
4 VCDTR-X IMG VCDT
5 ABDE-1 TXT+IMG ABIR
6 ABDE-2 TXT+IMG ABIR
7 TBIR-1 TXT VSM t/f
8 TBIR-2 TXT VSM n/e
9 TBIR-3 TXT VSM a/g
10 TBIR-4 TXT VSM a/e
11 TBIR-5 TXT VSM n/g
12 TBIR-5 TXT VSM t/g
13 TBIR-6 TXT VSM n/f
14 TBIR-7 TXT VSM a/f
15 TBIR-8 TXT VSM t/e
17 TBIR-9 TXT VSM t/g

Table 1: Description of the considered IRMs. From rows

7 and on, column 4 describes the local/global weighting

schemas for a VSM. Abbreviations are as follows: WQE, web-

based query expansion; IMFB, inter-media relevance feed-

back; LF, Late fusion; t, term-frequency; f, inverse document-

frequency; n, augmented normalized term-frequency; e, en-

tropy; a, alternate log; g, global-frequency/f; l, logarithmic

frequency.

image retrieval (CBIR) system that works under the query-
by-example formulation [6]. FIRE uses the sample images
from the topics for querying. Since we are only interested
on the output of the IRMs we used the FIRE baseline run
provided by ImageCLEF2007 organizers [4].

VCDTR-X is a novel IRM that uses image-level anno-
tations assigned to images by using a method developed
for ImageCLEF2008. All images (including topic images)
are automatically annotated by using this method. The
assigned annotations are then used for building a retrieval
model with boolean weighting. Queries for VCDTR-X are
the automatical annotations assigned to topic images. No
information from manual annotations of images and topics
was considered. The annotation vocabulary is composed of
17 keywords that describe visual aspects of the images. The
annotation method was developed by the Xerox Research
Center Europe group (XRCE) for the visual concept detec-
tion (VCDT) track at ImageCLEF2008 [to be published].
XRCE kindly provided the image-level annotations to the
authors of this paper.

3.1.3 Multi-modal IRMs
Four multi-modal IRMs (rows 1-2, 5-6 in Table 1) of dif-

ferent nature were considered for HLFIRM. ABDE methods
(rows 5-6) are annotation-based document expansion search
techniques [5, 4]. Under this formulation the entire collec-
tion of images is segmented and visual features are extracted
from the regions. Using a training set of annotated regions
all of the regions in the collection are annotated, considering
a vocabulary of 222 words arranged in a conceptual hierar-
chy. The annotation method is based in a Markov random
field model that attempts to assign to each region the an-
notation that minimizes an energy function that considers
spatial relationships between regions [9]. The generated la-
bels are then used for expanding the manual annotations of
images. The expanded annotations are indexed using a VSM
with tf-idf weighting. For querying, ABDE methods use the
textual statement of topics. Two variants of the method are
considered that differ in the parameters of the annotation



model.
IRMs in rows 1 and 2 of Table 1 are multi-modal methods

proposed for the ImageCLEF2007 competition [4, 5]. The
first IRM applies inter-media relevance feedback, a technique
where the input for a text-based system is obtained from
the output of a CBIR system combined with the original
textual query [3, 5]. This was our best-ranked entry for
ImageCLEF2007, and for that reason we consider it for this
work. The second IRM is a LFIRM system that combines
the outputs of a textual method and a CBIR system [5].
The textual-method performs Web-based query expansion,
a technique in which each topic-statement is used as a query
for GoogleR, the top-20 snippets are attached to the original
query. The CBIR system was the FIRE run described in the
latter section. This was the run of our group with the highest
recall, and that is why we considered for this work.

As we can see we have considered a variety of methods
that can offer diversity, redundancy and complementariness
of documents, opposed to previous work on LFIRM that use
single-modality IRMs.

All of the IRMs are build by the authors, although some
of them are based on methods developed by other research
groups. Note that methods that have been already evalu-
ated in ImageCLEF2007 are very useful because in this way
we can compare our experimental results based on Image-
CLEF2008 data.

3.2 Heterogenous late fusion of IRMs
Each time a query q is sent to the HLFIRM method the

N−IRMs are run separately. The result is a set of N ranked
lists (in decreasing order of relevance) of documents. The
information of the N ranked lists is used for obtaining a sin-
gle list of ranked documents, which is returned to the user in
response the the query q. The final list is obtained by assign-
ing a score to each document appearing in at least one of the
N lists. A high score value indicates that the document is
more likely to be relevant to query q. Documents are sorted
in decreasing order of their score and the top−k documents
are considered for the final list of ranked documents.

For this work we consider a simple (yet very effective)
score based on a weighted linear combination of the docu-
ments rank through the different lists. The proposed score
takes into account redundancy of documents and the indi-
vidual performance of each retrieval method. Diversity and
complementariness are bring to play by the heterogeneous-
ness of the considered IRMs, while redundancy is considered
through the use of several IRMs per modality. We assign a
score SHLFIRM to each document dj in at least one of N
lists L{1,...,N} as described by Equation (1):

SHLFIRM (dj) =
( N∑

i=1

1dj∈Li

)
×

N∑
i=1

(
αi ×

1

ψ(dj , Li)

)
(1)

where i indexes the N available lists of documents; ψ(x,H)
is the position of document x in ranked list H; 1a is an
indicator function that takes the unit value when a is true
and αi, with

∑N
k=1 αk = 1, is the importance weighting

for IRM i. αi’s allow including prior knowledge into the
retrieval process in the form of the confidence we have on
each IRM.

Documents appearing in several lists at the top positions
will receive a higher score, while documents appearing in a
few list or appearing at the bottom positions most of the

times will be scored low. Eventually, only relevant docu-
ments will be kept. The more relevant a document is to a
query the higher will be its position in the final list. As we
can see this is a simple and intuitive way of merging the
output of IRMs proved to be very useful in practice.

4. EXPERIMENTAL RESULTS
In this section we present experimental results that give

empirical evidence of the validity of the HLFIRM method for
multimedia image retrieval. Retrieval performance is eval-
uated by using the following standard measures from infor-
mation retrieval, mean average precision (MAP), precision
at 20 documents and total recall. The top 1000 documents
are used for evaluating MAP and total recall. For all of the
experiments it is reported the average of these measures over
all the queries considered, see Section 4.1.

4.1 Image collection
For our experiments we use the image collection and ground

truth data used in ImageCLEF2008. The use of these re-
sources allows a direct comparison of our method with state-
of-the-art retrieval systems. This collection is the IAPR-
TC12, an established benchmark for the evaluation of image
retrieval systems [8]. The collection is composed of around
20, 000 real-images taken from locations around the world
and comprising a varying cross-section of still natural im-
ages. Each image has an associated (manually assigned)
textual annotation that describes, to some extend, the vi-
sual and semantic content of the image. Annotations are
available in English, German and Spanish (we used English
annotations in our experiments).

For querying, multimedia topics are provided, these con-
sist of a textual query statement and three sample images.
A sample topic from this collection is shown in Figure 2, and
relevant images for this topic are shown in Figure 3. For il-
lustration we show in bold-uppercase the textual statement
used for ImageCLEF2007 in Figure 2, for ImageCLEF2008
the full text is used. Topics are used to build queries, for
textual queries we use the topic statement as it, while for
visual queries we use the images or information from their
content (see Section 3.1). Note that since more text is pro-
vided in 2008 topics, text-based methods are supposed to
perform better than visual-based approaches.

Relevant images shown in Figure 3 give an idea of the
difficulty of the task. The left image can be retrieved by
using a good CBIR. While the middle image can be retrieved
by using a text-based system or a multi-modal one. The
rightmost image is a much harder image to retrieve because
neither the annotation nor the image provide clues that can
link the image to the the topic stated in Figure 2. The
difficulty of the task, therefore, requires taking into account
both, visual and textual information, in order to achieve
acceptable performance.

For the evaluation of an arbitrary retrieval system one
should run it over the total number of topics (39 are used for
ImageCLEF2008 and 60 were used in ImageCLEF2007) and
evaluating the list of retrieved documents using the above
described measures. We used the 2008 version because we
want to compare our method against cutting-edge multime-
dia image retrieval systems. Further, one should note that,
from the multimedia point of view, the collection we use in
this work is more challenging than that used in 2007. For
illustration we show a performance comparison of the three



Figure 2: Textual statement for topic 2: CHURCH WITH

MORE THAN TWO TOWERS, Relevant images will show a

church, cathedral or a mosque with three or more towers. Churches

with only one or two towers are not relevant. Buildings that are not

churches, cathedrals or mosques are not relevant even if they have

more than two towers.

Figure 3: Relevant images for the topic 2 (see Figure 2).

The titles of the images are, from left to right. Left: The St.

Patrick’s Cathedral, middle: The Church of the Savior on Blood,

right: View from the Sydney Sky Tower.

IRMs that were evaluated at ImageCLEF2007 and that are
also considered for HLFIRM with ImageCLEF2008 data.
Results of this comparison are shown in Table 2. We can
clearly appreciate that the MAP performance of the IRMs
is always superior in the 2007 version, the same pattern is ob-
served for precision and relevant-retrieved documents. This
result gives evidence that the results we report on the 2008
version are a pessimistic estimate of the performance we
would have on the 2007 collection. This means that our re-
sults are (in the worst case) comparable to those obtained
in 2007. This is a highly useful result since ImageCLEF2008
results are not available yet. Also, it is interesting to note
that the IRMs in Table 2 were not ranked at the top po-
sitions of the ImageCLEF2007 results [4], and yet resulted
very useful for HLFIRM.

4.2 Individual performance of IRMs
In the first experiment we analyzed the individual per-

formance of IRMs in order to measure the advantages of
using the HLFIRM method instead of a good single IRM.
In Figure 4 it is shown the retrieval performance for each
of the IRMs described in Table 1. In average text-based

IRM M-07 M-08 P-07 P-08 R-07 R-08 Rk
LF-07 0.1701 0.1598 0.2242 0.2321 58.55 57.79 41
IMFB-07 0.1986 0.1825 0.2917 0.3205 50.32 42.71 82
FIRE 0.1172 0.0939 0.2558 0.2282 36.56 32.42 300

Table 2: Comparison of IRMs (rows 1-3 in Table 1) for

the 2007 and 2008 ImageCLEF collection. Second and third

column show the MAP; columns 4 and 5 show precision at 20

documents; columns 6 and 7 show the percentage of relevant-

retrieved documents (i. e. recall); the last column shows the

position of each IRM in the general list of ranked participants

at ImageCLEF2007.

Figure 4: Individual performance of the IRMs described

in Table 1: the MAP (solid blue line) and precision at 20

documents (dashed green line). The number above plotted

value is the percentage of relevant documents retrieved by

each IRMs at the first 1000 documents.

methods obtained a MAP of 0.25385, compared to 0.21575
and 0.04955 obtained by multi-modal and visual IRMs re-
spectively. This result shows the superior (individual) per-
formance of textual methods. Different combinations of lo-
cal/global weighings for indexation produce slightly differ-
ent retrieval results. The latter result motivates research
on model selection for information retrieval. The IRM with
lowest performance is VCDTR-X.

The better performance of textual methods is due to the
quantity of text available in the collection. The average
length of annotations is 21.5 words (in 2007 the average was
of about 6.6 words per document). Looking at the num-
ber of relevant documents retrieved (bold numbers above
plotted values), the ABDE-1 method retrieved the largest
number of relevant documents, 1918 out of 2412 represent-
ing 79.6%, compared to 74.3% for the best MAP performer
(i. e. TBIR-5). This result uncover the apparent advan-
tage of using text-based methods only, and shows that bet-
ter relevance ranking strategies are needed for the ABDE-1
approach. From Figure 4 we also can see the diversity, re-
dundancy and complementariness of IRMs we consider; in
terms of MAP performance, number of retrieved documents,
modalities and heterogeneity of indexing/retrieval methods.
All of these are desired properties when designing HLFIRM.

4.3 Per-modality performance of HLFIRM
In the next experiment we applied the HLFIRM approach

to IRMs of the same modality. The result of this experiment
will help us to determine the importance of each modality
in terms of retrieval performance; it will also be useful for
comparing HLFIRM when using as input homogeneous-like
(text-based) and heterogeneous2 (image-based and multi-
modal) IRMs as input. For this experiment we run HLFIRM
three times, each time using as input a lists of documents
from IRMs of common modalities. Equal weights are as-

2Image-based and multi-modal IRMs are heterogeneous be-
cause they are based on retrieval strategies that are different
in nature. Further, different information is considered by
each of these IRMs. On the other hand, textual IRMs are
more homogeneous because all of them use the same infor-
mation, they only differ in the way that a term-document
matrix is build.



ID Modality MAP P20 R DR
TBIR-5 Textual 0.2788 0.3679 73.71 73.71
TXT Textual 0.2656 0.3295 80.55 81.1
IMG Visual 0.0626 0.1731 30.01 39.4
TXT+IMG Multi-Modal 0.2882 0.4026 82.50 83.8

Table 3: Performance of LFIRM by grouping IRMs per

modality. For reference, are shown the results of the IRM

with the best individual performance (first row). Column 5

(DR) shows the number of relevant documents in the union of

the relevant documents retrieved by the IRMs per modality.

signed to each IRM (i. e. α1 = . . . αN ). The result are
three lists (one per modality) of ranked documents, identi-
fied by TXT, IMG, TXT+IMG for the textual, visual and
multi-modal modalities, respectively. Results of this exper-
iment are shown in Table 3.

From Table 3 we can clearly appreciate that HLFIRM
help significantly to improve the MAP performance of the
multi-modal IRMs. The MAP performance of TXT+IMG is
superior to the best IRM individually. This is an interesting
result because most multi-modal IRMs performed poor indi-
vidually in MAP. On the contrary, the performance of TXT
(i. e. HLFIRM with text-based IRMs as input) is lower than
the best IRM and therefore, HLFIRM is not helping here.
This can be due to the lack of diversity through lists from
text-based IRMs. Because, even when different retrieval per-
formances are achieved by using different weighting strate-
gies, the diversity and complementariness of retrieved doc-
uments is limited and therefore the HLFIRM method does
not help them. This gives evidence that HLFIRM works
well when one considers retrieval methods that are differ-
ent in nature, or use different information from the same
data. Visual methods do not perform well because, despite
being different, the base IRMs perform poorly. Column 5
in Table 3 is an indicator of the, per-modality, diversity of
documents. Note that diversity of documents in four multi-
modal IRMs (TXT+IMG) is superior to that in ten textual
IRMs (TXT), a result that clearly illustrates why HLFIRM
works well for TXT+IMG.

Results from this section show that the use of heteroge-
neous IRMs instead of homogeneous ones for HLFIRM re-
sults in a better retrieval performance. However, another
important result is that the performance of HLFIRM strongly
depends on having a balance between the number of relevant
documents retrieved (quantity) by IRMs and their individ-
ual performance (quality).

4.4 Global HLFIRM
In the rest of this section we analyze the performance of

HLFIRM under different settings. The number of relevant
documents in the union of all of lists from the IRMs is 2118
out of 2412, which represents the 87.8% of the total of rel-
evant documents. This number is an upper bound on the
maximum of documents that we can retrieve (R).

First, we evaluate the performance of the HLFIRM method
globally, by considering the lists of each IRM as input for
the HLFIRM (see Figure 1 and Equation (1)). Note that
under this setting text-based methods have an implicit pref-
erence because they represent the 62.5% (10 out 16) of the
total IRMs. Rows 2-4 in Table 4 show the results of the
latter experiment. The following strategies are considered
for weighting the contribution of each IRM (i. e. αi values

Weighting MAP P20 R

Uniform 0.2967 0.3705 81.01
Performance 0.2664 0.3397 80.01
Modality 0.2657 0.3385 80.01

0.3/0.3/0.3 0.2884 0.3872 81.13
0.1/0.1/0.8 0.3 0.41923 82.21
0.1/0.8/0.1 0.2726 0.3859 81.26
0.8/0.1/0.1 0.3024 0.4192 82.21

Table 4: HLFIRM performance by merging the lists of

IRMs from Table 1 (rows 2-4); weights assigned uniformly,

according individual performance of IRMs and according the

modality of each IRM. Also the performance by merging the

lists evaluated in Table 3 are shown (rows 6-9). Each configu-

ration w1/w2/w3 indicates the weight assigned to each modal-

ity txt / img /txt+img.

in Equation (1)). In uniform weighting (row 2), an equal
weight is assigned to every IRM. With performance (row 3)
weights are assigned proportional to the individual perfor-
mance of IRMs, see Figure 4. While with modality (row 4)
weights are assigned proportional to the per-modality per-
formance from table 3.

We can see that there is an improvement in MAP of
6% over the best single IRM by equally weighting to all
IRMs; also there is a slight improvement of around 3.2%
over the best per-modality result (TXT+IMG in Table 3).
Using the other weighting strategies (rows 3-4) do not helped
the HLFIRM method, the performance under such settings
is lower than most of the IRMs independently. This is
another interesting result, because it gives evidence that
the MAP/precision/recall performance are not reliable es-
timators of the goodness of IRMs for HLFIRM (i. e. be-
ing individually-good or per-modality good does not implies
fused-good). Therefore, alternative strategies for evaluating
the goodness of IRMs for HLFIRM are needed.

4.5 Hierarchical HLFIRM
Rows 5-10 in Table 4 show the results of applying HLFIRM

to the per-modality (already fused) lists described in Table
3. This experiment is a two-stage hierarchical application
of HLFIRM. In the first stage, IRMs of common modalities
are used with HLFIRM for obtaining three lists (TXT, IMG,
TXT+IMG), equal weighing is used at this phase. At a sec-
ond stage these three lists are used again with HLFIRM for
obtaining a final list of documents. Four weighting combi-
nations are used for obtaining the final list.

This time the best performance of HLFIRM is achieved
by giving preference to either textual or multi-modal meth-
ods (rows 6 and 8), the difference is not significant between
these two configurations. On the other hand, we can see that
giving preference to visual methods is not a good weight-
ing strategy. Therefore, it seems that by using textual and
multi-modal methods is enough to achieve an acceptable re-
trieval performance. However, given that only 2 out of 16
IRMs (i. e. 12.5%) are visual-based and given the poor per-
formance of these methods, it may be possible that we are
not effectively taking advantage of the positive impact that
visual-methods can provide to HLFIRM.

In order to verify the latter statement we conducted the
following experiment. First, we applied HLFIRM taking
as input the lists of IRMs that make use of images in any
form (i. e. visual and multi-modal IRMs), the resultant
list is (MM+IMG). The experiment consists of comparing



Figure 5: MAP of HLFIRM using as input the lists TXT +

MM (blue-solid line) and TXT + (MM+IMG) (dashed-red

line). The horizontal dashed-dotted line represents the MAP

of the best individual IRM. Different weighting combinations

are considered in the X-axis.

HLFIRM performance by using the TXT list combined with
MM vs combined with (MM + IMG). Therefore, HLFIRM
is applied twice: first using as input TXT + MM and later
using TXT + (MM + IMG). Different weight values are con-
sidered for each list. Results of this experiment are shown
in Figures 5 and 6.

In Figure 5 it is shown the MAP for each setting by using
different weighting strategies. The left plot illustrates the
results of the entire experiment, while the right one omits the
first x-value (a very small value that difficult visualization)
in order to analyze the results with more detail. Weight
values are shown in the x-axis: α / 1 − α indicates that a
weight of α is assigned to the TXT list and a weight of 1−α
is used with either the MM+IMG or IMG lists.

The first interesting result is that by using only the TXT
list (100/0 setting) there is a significant decrease in MAP
with HLFIRM. This is due to the fact that documents ap-
pearing in the two lists (TXT + MM or TXT + MM+IMG)
receive a weight proportional to the double of the weight
they have in the TXT list. From the right plot, we can
see that better results are obtained with HLFIRM using
the (MM+IMG) list instead of MM. Both settings outper-
form the best single-IRM, however the improvement of the
best entry (50/50) using TXT + (MM + IMG) is of around
10.35% with respect to the best IRM performer; while the
best result weights-combination of TXT + MM outperforms
the best IRM by only 5.36%.

Note that the best weighting configuration (50/50) is,
again, an interesting result. This is because in most pre-
vious work reported on the subject, the best performance
of LFIRM methods is obtained by giving preference to the
textual IRMs (i. e. the methods that individually use to
perform better). In Figure 6 it is shown the precision at 20
documents for the same entries compared in Figure 5. We
can see that the same pattern is observed, though this time
the improvement in precision with respect to the best single
IRM is of 13.82% and 5.30%, for TXT + (MM+IMG) and
TXT + MM respectively. The best result in precision is
obtained with TXT + (MM+IMG) and the weighting con-
figuration 10/90, which almost discards the contribution of
the TXT list. Again, this is an interesting result that differs
from previous work on the subject.

Experimental results from this section show that even
IRMs that perform poor both individually and per-modality
can be useful for HLFIRM if they are properly combined (in
our case the hierarchical HLFIRM combination performed
very well). Therefore, no IRM nor no modality should be

Figure 6: Precision at 20 documents of HLFIRM using

as input the lists TXT + MM (blue-solid line) and TXT

+ (MM+IMG) (dashed-red line). The horizontal dashed-

dotted line represents the Precision of the best individual

IRM. Different weighting combinations are considered in the

X-axis.

ID Run MAP P20 R

1 TXT+MMIMG 0.311 0.4205 81.88
2 Cut01 0.3175 0.4592 65.89
3 XRCE-1 0.3168 0.4167 75.55
4 XRCE-2 0.3020 0.3733 75.96
5 Cut-2 0.2846 0.5283 64.12
6 IPAL 0.2833 0.4867 70.01

Table 5: Comparison of the entry with highest MAP that

we obtained vs the top-5 ranked entries in ImageCLEF2007.

The configuration with the highest MAP we obtained was

the combination TXT + (MM + IMG) with equal weights

(50/50).

discarded because of their (apparent) poor individual per-
formance. Ranked lists from low-performance IRMs can be
useful for assigning a low-rank to irrelevant documents and
improving retrieval performance.

4.6 ImageCLEF2007 Comparison
In order to compare our results to other successful mul-

timedia image retrieval methods, in Table 5 it is shown a
comparison of our best result in MAP against the top-5 en-
tries in ImageCLEF2007.

As we can see, the results of HLFIRM are comparable to
best ImageCLEF2007 entry, even when such entry required
the intervention of an user for providing relevance feedback.
We should emphasize, however, that the 2008 collection is
more difficult that that used in 2007, see Section 4.1; and
therefore, our results can improve if we run TXT+MMIMG
over the ImageCLEF2007 topics (this is work in progress).
The performance of HLFIRM is superior to entries with ID
4-6. An important result is that using HLFIRM taking as in-
put IRMs that were ranked low at ImageCLEF2007 (see Ta-
ble 2) we can obtain results comparable to those achieved by
the best methods. This confirms again that by using middle-
low performance IRMs we can obtain a superior combined
performance with HLFIRM. Also, IRMs with high recall and
of diverse nature can be more helpful than IRMs with high
individual recall.

The experimental results presented along this section give
empirical evidence of the validity of the HLFIRM approach
and motivate further research on diverse areas.

5. CONCLUSIONS
We have presented experimental results on the late fu-

sion of heterogeneous retrieval methods for multimedia im-



age retrieval. LFIRM is a widely used approach to combine
information from multiple retrieval systems. For multimedia
image retrieval, this approach has been already successfully
used. However, most research on LFIRM has focussed on a
single-homogeneous retrieval method for each modality in-
volved. Further, the performance obtained by the combined
LFIRM method is only slightly superior to that achieved by
a single retrieval method.

We conducted experiments with heterogeneous retrieval
methods combined with the LFIRM approach. To the best
of our knowledge this issue has not been explored before for
multimedia image retrieval. Experimental results on bench-
mark data show the validity of the approach and its com-
parable performance to state-of-the-art methods. An im-
provement of around 13% is reported by using the HLFIRM
method instead of the best single IRM performer. Further,
retrieval methods of the modality with highest individual
and per-modality performance do not need to be weighted
high in order to achieve acceptable performance.

The following interesting findings are result of our experi-
mentation and therefore our contributions. i) The use of het-
erogeneous IRMs in HLFIRM outperforms fusion of homo-
geneous retrievers. ii) The simple fusion score we considered
resulted very useful for list merging. iii) IRMs with high (in-
dividual or per-modality) performance, in terms of MAP and
precision at 20 documents, are not so useful as IRMs that of-
fer diversity and high recall. iv) The quantity and quality of
lists from IRMs is crucial for HLFIRM, IRMs with a balance
between these two properties are more useful to HLFIRM
instead of IRMs that either (but not both) have high quality
or there are many of them available. v) Opposed to previous
work, by giving preference to the modality/IRMs that are
majority or perform better individually/per-modality does
not results in better performance. vi) The hierarchical ap-
plication of HLFIRM significantly outperforms a global or
per-modality application of HLFIRM. vii) Results with hi-
erarchical HLFIRM are comparable and presumably better
than that of methods proposed for ImageCLEF2007.

The variety of individual retrieval methods we considered
resulted sufficient and very useful for reaching state-of-the-
art performance. However, it would be necessary to state
necessary and sufficient conditions for obtaining good perfor-
mance with HLFIRM. The latter is the main future work di-
rection we are following. Although we think that the present
paper will motivate further research in several other direc-
tions. Including, i) the development of IRMs that maxi-
mize diversity and recall instead of MAP or precision; ii)
studying different ways to reliably estimate the goodness of
IRMs for HLFIRM; iii) developing measures for determining
the diversity, complementariness and redundancy for sets of
IRMs; iv) studying and experimenting with more sophisti-
cated fusion strategies; vi) developing new strategies for the
application of HLFIRM just like iterative HLFIRM.
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